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A new real-time approach for gyro bias calibration using three-axis magnetometer mea-

surements without any attitude knowledge is derived. This approach relies on a con-

version of the three-axis magnetometer measurement and its derivative into an attitude-

independent formulation. The goal is to use a calibrated three-axis magnetometer to deter-

mine the gyro biases before attitude information is available, which is often the case during

orbit injection. Real-time algorithms are derived based on the Unscented filter, which

is more robust to initial errors than an extended Kalman filter. The new formulation is

tested with realistically simulated data based on the Tropical Rainfall Measurement Mission

spacecraft. Simulation results indicate that accurate gyro bias calibration is possible.

I. Introduction

T
hree-axis magnetometers (TAMs) are widely used for onboard spacecraft operations. The basic concept
behind these devices is a fairly simple one, involving a magnetic sensor coupled with an electronics unit

to provide data in a digital format. These sensors are useful since they provide both the direction and
magnitude of the magnetic field; they are lightweight, reliable, and have low power requirements, with no
moving parts.1 For these reasons most low-Earth orbiting spacecraft (below 1000 km) have TAMs as part of
their basic sensor package. It is well known that a TAM can be used to determine a three-axis attitude when
coupled with gyros or a dynamic model in an extended Kalman filter.2 Attitude-knowledge accuracies of 1-2
degrees are common using this approach, which can be improved by using well-calibrated sensors to achieve
accuracies of 0.1-0.5 degrees.3 An exciting new area of research involves using a TAM together with rate and
sun sensor measurements for orbit (position) estimation. Accuracies on the order of 10 to 100 km can be
achieved, which is within the position-knowledge requirements of many spacecraft.4,5 These studies clearly
show that an integrated magnetometer-based attitude/orbit estimation system can provide the necessary
knowledge requirements of a spacecraft in a single package.

Attitude sensor calibration is required to meet attitude accuracy requirements of modern spacecraft mis-
sions. In-space calibration is usually carried out before nominal mission mode operations to compensate
for errors induced by launch shock vibration and post-launch disturbances. Numerous factors signify the
importance of attitude-independent calibration approaches. For instance, oftentimes the only attitude sensor
available during orbit injection is a TAM. Attitude-independent calibration schemes for TAMs have been
presented in various papers.6−10 Most spacecraft missions carry strapped-down gyros as angular rate sensors.
Angular rate information is needed in most attitude determination methods, especially for attitude propa-
gation in multi-frame or sequential algorithms. Thus, precise gyro calibration is often the most important of
all spacecraft calibrations. Oftentimes, specific maneuvering is planned before a nominal mission to increase
the observability of the gyro calibration parameters. Most of the gyro calibration schemes involve estimation
of attitude at the same time due to the coupling with attitude in the observation model used.
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In this paper we investigate the possibility of sequential gyro calibration using only TAM measurements,
which include the body measurements and inertial reference vectors. In order to incorporate rate information
into the effective observation model, a finite difference of the TAM observation is taken. We take advantage
of the “clean” nature of the TAM observations, thus noise amplification from taking the derivative of the
observation is not of great concern. In fact, the measurement accuracy of modern TAMs exceeds the
ephemeris magnetic field model (see Ref. 11 for more details on the nonlinear and non-Gaussian nature
of these errors). At this stage, only gyro biases are estimated, but other errors sources such as scale factor
errors and/or misalignments can be included as well.

The organization of this paper is as follows: First, the attitude-independent observation model that incor-
porates the rate information is derived. Then, the Unscented filter is briefly summarized. Next, simulation
results are shown, and finally conclusions are drawn.

II. Measurement Model

In this section an attitude-independent TAM measurement model is derived. We first show the gyro
model through the common rate-integrating model given by12

ω̃(t) = ω(t) + β(t) + ηv(t) (1a)

β̇(t) = ηu(t) (1b)

where ω̃(t) is the continuous-time measured angular rate, β is the gyro bias vector in body coordinate, and
ηv(t) and ηu(t) are independent zero-mean Gaussian white-noise processes with

E
{

ηv(t)ηT
v (τ)

}

= I3×3σ
2
vδ(t − τ) (2a)

E
{

ηu(t)ηT
u (τ)

}

= I3×3σ
2
uδ(t − τ) (2b)

where δ(t− τ) is the Dirac delta function and E denotes expectation. The discrete-time gyro model is given
by13

ω̃k+1 = ωk+1 +
1

2
[βk+1 + βk] +

[

σ2
v

∆t
+

1

12
σ2

u∆t

]1/2

Nv (3a)

βk+1 = βk + σu∆t1/2Nu (3b)

where Nv and Nu are 3 × 1 zero-mean and independent Gaussian-random vectors with covariances each
given by the identity matrix. Also, the subscript k denotes the measurement time index at time t = tk. The
discrete-time estimated angular rate is simply

ω̂k = ω̃k − β̂k (4)

A carat will always be used to denote an estimated value, while a tilde will be used to denote a measured
value.

Here we assume that the magnetometer has been calibrated for scale factors, non-orthogonality correc-
tions, and biases using one of the attitude independent calibration algorithms, for example, the one presented
in Ref. 10. The body frame observation model of a TAM is similar to a typical vector sensor:

B̃k = AkHk + vk , vk ∼ N (0, σ2
kI3×3) (5)

where B̃k is the TAM observation, Hk is the reference magnetic field in an Earth-fixed inertial frame
corresponding to the specific orbit and altitude, Ak is the unknown attitude matrix, vk is the measurement
noise that includes both sensor errors and geomagnetic field model uncertainties, and I3×3 is a 3×3 identity
matrix. The measurement noise is assumed to be a zero-mean Gaussian process with covariance σ2

kI3×3.
Taking a first-order finite difference of the observation model above and using Eq. (5) at times k and

k + 1 yields

B̃k+1 − B̃k

∆t
= −[ωk×]AkHk + Ak

Hk+1 − Hk

∆t
+

vk+1 − vk

∆t

= −[ωk×]B̃k + [ωk×]vk + Ak
Hk+1 − Hk

∆t
+

vk+1 − vk

∆t
(6)

2 of 11

American Institute of Aeronautics and Astronautics



where the approximation (Ak+1 − Ak)/∆t = −[ωk×]Ak has been used. This approximation is valid when
the spacecraft is rotating slowly compared to the sampling rate, which is true for most on-orbit applications.
Also, [ωk×] is the cross product matrix, defined by

[ωk×] ≡







0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0






(7)

Rearranging Eq. (6) gives

A
Hk+1 − Hk

∆t
=

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k − [ωk×]vk − vk+1 − vk

∆t
(8)

An attitude-independent observation can be derived by computing the norm-square of both sides of Eq. (8):
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)

·
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[ωk×]B̃k

)

− 2
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∆t

)

· ([ωk×]vk)

−2
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B̃k+1 − B̃k

∆t
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·
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∆t
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(9)
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has been used. The finite-differenced noise can be viewed as

εk =
vk+1 − vk

∆t
, εk ∼ N (0, σ̃2

kI3×3) where σ̃2
k =

2σ2
k

∆t2
(10)

The effective measurement, z̃k, and effective noise, νk, are defined as

z̃k ≡
∣
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∣

∣

2

−
∣

∣

∣

∣

∣

∣

∣

∣

Hk+1 − Hk

∆t

∣

∣

∣

∣

∣

∣

∣

∣
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(11a)

νk ≡ − ||[ωk×]vk||2 − ||εk||2 + 2

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

· ([ωk×]vk)

+2

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k − [ωk×]vk

)

· εk (11b)

Thus, after some rearranging Eq. (9) becomes

z̃k = −
∣

∣

∣

∣

∣

∣
[ωk×]B̃k

∣

∣

∣

∣

∣

∣

2

− 2

(

B̃k+1 − B̃k

∆t

)

·
(

[ωk×]B̃k

)

+ νk (12)

The estimate is simply given by

ẑk = −||[ω̂k×]B̃k||2 − 2

(

B̃k+1 − B̃k

∆t

)

·
(

[ω̂k×]B̃k

)

(13)

where ω̂k is given by Eq. (4).
The mean and variance of the effective measurement noise, νk, are now computed. The mean of νk is

given by

µ̄k ≡ E{νk} = −2σ2
kωT

k ωk − Tr(σ̃2
kI3×3) = −2σ2

kωT
k ωk − 6σ2

k

∆t2
≈ − 6σ2

k

∆t2
(14)
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We now show the validity of the approximation in Eq. (14). If the bandwidth of the attitude variations (i.e.,
the frequency content) is well below the Nyquist frequency, with a safety factor of 10, then ||ωk||∆t < π/10
for all k. This condition obviously holds when the spacecraft is rotating slowly compared to the sampling
rate, which is required by the assumptions made leading to Eq. (6). Then, the following inequality is true:

2σ2
kωT

k ωk <
2π2σ2

k

100∆t2
<<

6σ2
k

∆t2
(15)

Thus, the approximation in Eq. (14) is valid to within an order of magnitude. The expectation of the square
of νk is now determined. We write down only those “interesting” terms (excluding those terms that are
clearly zero):

E{ν2
k} = E







①
(

‖[ωk×]vk‖2
)2







+ 2E

{

②
‖[ωk×]vk‖2‖εk‖2

}

+ E







③
(

‖εk‖2
)2







+4E



















④
[(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

· ([ωk×]vk)

]2



















+4E



















⑤
[(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

· εk

]2



















+ 4E







⑥
[([ωk×]vk) · εk]

2







(16)

This equation can be simplified by applying a Monte-Carlo style simulation to investigate what terms in
Eq. (16) have the most dominant effects. Table 1 shows the parameters used for two cases: one from a
typical low-Earth point spacecraft mission (Case 1) and the other one that is spinning 10 times faster (Case
2). The means and 3σ bounds of the terms in Eq. (16) are computed for these two cases. From Table 2 we
can see that for both cases the most dominate terms are given by ③, ④ and ⑤. Thus, the remaining terms
can essentially be ignored. Carrying out the expectation of ③, ④ and ⑤, the approximated variance now
becomes

σ̄2
k ≡ E{ν2

k} − µ̄2
k

= 4

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)T

[ωk×]T σ2
kI3×3[ωk×]

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

+4

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)T

σ̃2
kI3×3

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

+ 2
[

Tr(σ̃2
kI3×3)

]2

= −4σ2
k

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)T

[ωk×]2

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

+
8σ2

k

∆t2

(

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)T (

B̃k+1 − B̃k

∆t
+ [ωk×]B̃k

)

+
72σ4

k

∆t4
(17)

Since the measurement noise is small compared to the geomagnetic field,14 then to a large degree, νk can be
approximated to be

νk ∼ N (µ̄k, σ̄2
k) (18)

Note that in Eq. (17) the measurement, B̃k, is actually a random variable equal to Btrue
k +vk. However, the

error introduced by using the measurement instead of the true value is very small, since µ̄2
k ≪ σ̄2

k, by nearly
four orders of magnitude if we do not exceed 70 deg in magnetic latitude.14 Also, the true angular velocity
is not known, but by the same analogy a measured (or in our case an estimated) angular velocity can be
used in the variance.
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Table 1. Parameters Used for the Different Cases

Case 1 Case 2

σk (mG) 0.5 0.5

∆t (s) 10 10

ωk (rad/s) 0.00114416 (or 236 deg/hr, 3-axis) 0.0114416 (or 2360 deg/hr, 3-axis)

B̃k (mG) [−63.8352 224.2383 20.9083]T [−63.8352 224.2383 20.9083]T

B̃k+1 (mG) [−63.6305 225.4403 22.6389]T [−56.7669 232.4573 42.1828]T

Table 2. Mean and 3σ Bounds of the Terms

Case 1 Case 2

① (7.6940 ± 0.2377) × 10−12 (7.7060 ± 0.1167) × 10−8

② (7.8379 ± 0.2189) × 10−8 (7.8439 ± 0.1255) × 10−6

③ (3.7453 ± 0.0847) × 10−4 (3.7506 ± 0.0795) × 10−4

④ (1.0429 ± 0.0099) × 10−6 (1.0832 ± 0.0159) × 10−2

⑤ (5.9596 ± 0.1161) × 10−3 (6.4093 ± 0.0931) × 10−1

⑥ (1.9648 ± 0.0513) × 10−8 (1.9532 ± 0.0404) × 10−6

Total (6.3354 ± 0.1264) × 10−3 (6.5204 ± 0.1042) × 10−1

III. Unscented Filter Formulation

In this section a new approach, developed by Julier, Uhlmann and Durrant-Whyte,15 is discussed as an
alternative to the EKF. This approach, which they called the Unscented filter (UF), works on the premise
that with a fixed number of parameters it should be easier to approximate a Gaussian distribution than
to approximate an arbitrary nonlinear function. The Unscented filter uses a different propagation than the
form given by the standard extended Kalman filter. Given an n × n covariance matrix P , a set of order n
points can be generated from the columns (or rows) of the matrices ±

√
nP . The set of points is zero-mean,

but if the distribution has mean µ, then simply adding µ to each of the points yields a symmetric set of
2n points having the desired mean and covariance. Due to the symmetric nature of this set, its odd central
moments are zero, so its first three moments are the same as the original Gaussian distribution (see Ref. 16
for more details).

The filter presented in Ref. 15 is derived for discrete-time nonlinear equations, where the system model
is given by

xk+1 = f(xk, k) + Gkwk (19a)

ỹk = h(xk, k) + vk (19b)

The vectors wk and vk are zero-mean Gaussian noise processes with covariances given by Qk and Rk,
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respectively. The implementation of the UF for real-time gyro-bias calibration using magnetometer data
is straightforward. Only the relevant equations used for the gyro-bias calibration problem are shown here.
First, the following set of sigma points are computed from Pk + Q̄:

σk ← 2n columns from ±γ

√

Pk + Q̄k (20a)

χk(0) = x̂k (20b)

χk(i) = σk(i) + x̂k, i = 1, 2, . . . , 2n (20c)

The relationship of the quantity Q̄k to Qk will be discussed shortly. The parameter γ is given by γ =
√

n + λ,
where the composite scaling parameter, λ, is given by λ = α2(n + κ) − n. The constant α determines the
spread of the sigma points and is usually set to a small positive value (e.g. 1 × 10−4 ≤ α ≤ 1).16 Also, the
parameter κ is usually given by κ = 3 − n. Efficient methods to compute the matrix square root can be
found by using the Cholesky decomposition.17 The following weights are now defined:

Wmean
0 =

λ

n + λ
(21a)

W cov
0 =

λ

n + λ
+ (1 − α2 + β) (21b)

Wmean
i = W cov

i =
1

2(n + λ)
, i = 1, 2, . . . , 2n (21c)

where β is used to incorporate prior knowledge of the distribution (for Gaussian distributions β = 2 is
optimal).

The state vector, x, consists of the gyro biases β. Since the state model estimate is given by ˙̂x(t) = 0,
then the propagated values for the state and covariance are given by their respective updated values, which
significantly reduces the computational requirements in the UF. Hence, the only essential difference between
the EKF and UF formulations is in the computation of the innovations covariance, where the EKF uses a
first-order expansion to compute this quantity, while the UF uses a nonlinear transformation to compute
this quantity. For the gyro-bias calibration algorithm using the UF, the state estimate is calculated by

x̂k+1 = x̂k + Kk(z̃k+1 − ŷk) (22)

where ŷk is the mean observation, given by

ŷk =

2n
∑

i=0

Wmean
i h [χk(i)] (23)

The quantity h [χk(i)] is defined by

h [χk(i)] = −||[ω̂k×]B̃k||2 − 2

(

B̃k+1 − B̃k

∆t

)

·
(

[ω̂k×]B̃k

)

(24)

where ω̂k = ω̃k − χk(i) is used in Eq. (24). The gain Kk is computed by

Kk = P xy
k [P yy

k + σ̄2
k(x̂k)]−1 (25)

where σ̄2
k(x̂k) is given by Eq. (17). This variable is a function of the estimated state, which means that

the estimated angular velocity is used to compute this variance. Also, P xy
k is the cross-correlation matrix

between x̂k and ŷk, given by

P xy
k =

2n
∑

i=0

W cov
i {χx

k(i) − x̂k} {h [χk(i)] − ŷk}T
(26)

and P yy
k is the output covariance, given by

P yy
k =

2n
∑

i=0

W cov
i {h [χk(i)] − ŷk} {h [χk(i)] − ŷk}T

(27)
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Finally, the propagated covariance is given by

Pk+1 = Pk − Kk[P yy
k + σ̄2

k(x̂k)]KT
k + Q̄k (28)

New sigma points can now be calculated using Pk+1 for the sequential UF process.
We now discuss the variable Q̄k. Various methods can be used to handle the process noise and measure-

ment noise in the UF. Reference [16] states that if the process noise is purely additive in the model, then its
covariance can simply be added using a simple additive procedure. Reference [18] expand upon this concept
by incoporating an approximation for the integration over the sampling interval, which more closely follows
the actual process. Any process noise that is added to the state vector in the UF is effectively multiplied by
the state transition matrix, Φ(∆t), which gives Φ(∆t)QkΦT (∆t) at the end of the interval. This mapping
is done automatically by the state propagation, and does not need to be explicitly accounted for in the
propagation. However, adding equal process noise at the beginning and end of the propagation might yield
better results. The total desired process noise follows

Φ(∆t)Q̄kΦT (∆t) + Q̄k = GkQkGT
k (29)

where Q̄k is used in Eq. (20a) and in the calculation of the predicted covariance in Eq. (28). This approach
is similar to a trapezoid rule for integration. In this paper, both Φ(∆t) and Gk are identity matrices, thus
we obtain the simple relationship Q̄k = Qk/2 = (σ2

u∆t/2)I3×3. Also, note that the filter does not use σ2
v

anywhere. This is due to the fact that ω̃k is not used to drive a kinematics model, commonly found in the
standard attitude estimation problem.19 In theory, Eq. (3a) should be substituted into Eq. (12) to compute
the variance of the effective measurement, which will now involve σ2

v . But, as stated previously, the errors
introduced by using the estimated angular velocity are negligible.

IV. Simulation Results

In this section we show simulation results of the new formulation to estimate the gyro biases from
magnetometer measurements. The simulated spacecraft is modelled after the Tropical Rainfall Measurement
Mission (TRMM), which was successfully launched on November 27, 1997. The mission is to study the
properties of tropical and subtropical rainfall including the effect of El Niño on rainfall. Currently, this
Earth-pointing spacecraft is at a near-circular orbit of 402 km with an inclination of 35◦. In this formulation,
we needed only the rate information from the gyros, the TAM observations and its corresponding Earth-fixed
reference values. The magnetic field is simulated using a 10th-order International Geomagnetic Reference
Field model.11 The magnetometer-body and geomagnetic-reference vectors for the simulated runs each have
a magnitude of about 500 mG. The measurements are sampled every 10 seconds over an 8 hour span.

The parameters for UF are chosen to be

α = 1, β = 2, κ = 3 − n = 0 (30)

where n = 3. The standard deviations of the gyro noise and gyro bias random walk noise are given by

σv = 0.31623 µrad/sec1/2, σu = 3.1623 × 10−4µrad/sec3/2 (31)

and the TAM measurement noise given by

σk = 0.5 mG (32)

The initial gyro biases are given by

β0 =







βx(t0)

βy(t0)

βz(t0)






=







10

−30

20






deg/hr (33)

These values are used in order to test the performance of the UF to estimate the biases from large initial
errors. The UF is executed at time t = 0 with no a priori knowledge of the gyro-bias parameters (i.e.,
x̂0 = 0). The initial error covariance for the gyro biases estimate is chosen to be P0 = 102I3×3 deg2/hr2,
which bounds the initial bias errors in a 3σ sense.
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Figure 1. Magnetic Field
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Figure 2. Magnetic Field Rate

Figure 1 shows the TAM measurements and the corresponding reference magnetic field, and Figure 2
shows their rates obtained from the finite difference. Also, the effective measurement is plotted in Figure 3,
which indicates good motion. (In general, more motion in the measurements produces a more “observable”
scenario for the to-be-estimated biases.) Figure 4 shows the angular velocity outputs before and after
calibration. Note that the gyro measurement does not significantly “drift” in this time span, which is due
to the high quality gyro used in the simulation. We can see that the new calibration approach successfully
estimated the gyro biases. The calibration errors with their corresponding 3σ bounds of the gyro biases are
shown in Figure 5. This is another way of showing the effectiveness of the new algorithm. Good convergence
properties leading to accurate bias estimates are given. Since the spacecraft is spinning about its y-axis, the
y-axis gyro bias has slightly lower error covariance than the other axes.

The robustness of the UF algorithm is also tested by adding colored noise to the measurements, which
more closely models the actual geomagnetic field errors. This noise is modelled using the colored noise model
shown in Ref. 20. The results obtained are nearly identical to the results shown in Figure 5, unlike the results
for the magnetometer calibration algorithms of Ref. 10. Therefore, the gyro-bias determination algorithm is
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Figure 4. Angular Velocity Outputs

robust to realistic errors in the geomagnetic field.

V. Conclusions

In this paper a new formulation for gyro-bias calibration was derived that works on the velocity level
of the magnetometer measurements and the reference magnetic field. The UF was the preferred filter over
the EKF for the robustness properties especially to large initial errors. Simulation results indicate that
the new approach can successfully estimate for the gyro biases using magnetometer measurements without
attitude knowledge. These encouraging results pave the way for a more advanced formulation involving full
calibration of the gyro biases as well as scale factors and non-orthogonality corrections.
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Figure 5. Gyro Bias Estimation Errors with 3σ Bounds
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